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This value in the normalized form is an estimate [;f Error
the corresponding relation errors probability: S: Fourier S: Fourier S: Polynomial S: Polynomial S: Haar S: Haar
5=ff'|f|_1_ s Ka |InstNum A: Polynomial A: Haar A: Fourier A: Haar A: Fourier A: Polynomial
LR RF LR RF LR RF LR RF LR RF LR RF

15 15 (10000 |0.2246 [0.1129 |0.0078 |0.0482 |0.0092 |0.0115 |0.0048 |0.0101 |0.0015 [0.0408 |0.0068 |0.0067
15 15 50000 |0.14208 [0.06006 [0.00172|0.02366 {0.01004 [0.00952|0.001640.0062 [0.00222(0.0211 [0.00244 |0.0048
15 63 |[10000 |0.1986 |0.1159 |0.0083 |0.0509 |0.008 |0.0139 |0.0064 |0.0091 |0.0067 |0.0422 |0.0035 |0.0051
15 63 |50000 |0.15958 |0.07988 |{0.00442|0.0319 |0.00434 {0.00792(0.00144/0.00554{0.00248|0.02138|0.0014 |0.00422
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